Math 33A
Linear Algebra and Applications

Discussion for February 28-March 4, 2022



Problem 1.
Consider the n X n matrix

E 10 0 0

0k 1 - 0 0

00 k - 0 0
In(k) = .

000 - k1

000 - 0 k

(with all £’s on the diagonal and 1’s directly above), where k is an arbitrary constant.
Find the eigenvalue(s) of J,(k), and determine their algebraic and geometric multiplici-
ties.

Solution: Since J,(k) is upper triangular, its eigenvalues are its diagonal entries, so
it has k as its single eigenvalue, with algebraic multiplicity n. Since

kK10 --- 00
0O k1 --- 00
00 k --- 00
Ey = ker(J, (k) — kI,,) = ker L o = span(é7)
0o 00 --- k£ 1
0O 00 --- 0 k

then dim(Fy) = 1, so the geometric multiplicity of k is 1.

Problem 2.
Are the following matrices similar?

o O O O
o O O
o O OO
o O OO
o O O
o O = O
o O OO

Solution: No, since A? = 0 but B? # 0. If A was similar to B, then we would have
an invertible matrix S satisfying B = St AS, and thus 0 # B? = S71A%2S = 0 gives
a contradiction.

Problem 3.
Consider a nonzero 3 x 3 matrix A such that A% = 0.



(a) Show that the image of A is a subspace of the kernel of A.
(b) Find the dimensions of the image and kernel of A.

(c) Pick a nonzero vector v; in the image of A, and write v; = Avy for some vy in R3.
Let v3 be a vector in the kernel of A that fails to be a scalar multiple of v7. Show
that B = {01, 03,03} is a basis of R?.

(d) Find the matrix B of the linear transformation 7'(Z) = AZ with respect to basis B.

Solution:

(a) Let v € im(A), so that there is a vector @ € R® with ¢ = Aw. Now A¥ =
A(Aw) = A% = 0w = 0, so ¥ € ker(A). Thus im(A) C ker(A).

(b) By the above, dim(im(A)) < dim(ker(A)). Since A is non zero, then we have
at least one non zero vector in the image of A, so dim(im(A4)) > 1. By the rank
nullity Theorem we have dim(im(A))+dim(ker(A)) = 3. Thus since the dimen-
sions are integers, the only possibility is dim(im(A)) = 1 and dim(ker(A)) = 2.

(c) We have three non zero vectors, so to prove that they are a basis of R? it is
enough to prove that their are linearly independent. Suppose we have a relation
C10] + CoUs + C3U3 = 0 for some real scalars 1, Co, c3. Applying A to both terms
of the equality we obtain 0= o AUy = o7 80 ¢ = 0, using that co, c3 are in
ker(A). Thus we have ¢y + 303 = 0. Since v3 and 03 are linearly independent
by construction, we have ¢ = ¢3 = 0. Hence v, 03, v3 are linearly independent.

(d) We have
B B 010
B=[[A(w1)]s [A2)]s [A®@3)]s] = [[0]s [0i]s [0]s] =10 0 0
000
Problem 4.

If A and B are two nonzero 3 X 3 matrices such that A2 = B2 = 0, is A necessarily
similar to B?

Solution: Yes. Using the previous problem, we can find a basis 2 of R? such that A
010

is similar to |0 0 0], and we can also find a basis B of R? such that B is similar
0 00

to

o O O
o O =

0
0|. Thus, since A and B are both similar to the same matrix, they are
0

o each other.

-

similar




Problem 5.
For the matrix

1 -2 1
A=12 —4 2},
3 —6 3
find an invertible matrix S such that
010
STTAS=10 0 0
0 00
Solution: Note that A? = 0, so we can use the method given above. We know that
1
the vector v1 = | 2] is in the image of A, since it is the first column of A. Thus the
3
way we obtain it is multiplying A by the first vector of the standard basis, namely
1
v = Aeq, so we set v1 = [2]|. For our last element of the basis, we need a vector in
3
the kernel of A that is not a scalar multiple of v7. Since
1 -2 1
rref(A)= ({0 0 0
0 0 0
2 -1
we have the two relations v5 = —2v7 and v3 = v, giving the vectors [1| and | 0
0 1
2
in the kernel of A. Neither of them is a scalar multiple of v7, so we can set v3 = |1].
0
1 1
w»={12|,lo0], |1
3 0
010
is a basis of R? such that the linear transformation associated to Ain Bis [0 0 0].
0 00
In particular
112171 -2 17112 010
2 01 —4 2(12 0 1] =10 0 O
300 3 =6 3|3 00 000
as desired.




Problem 6.
Consider an n x n matrix A such that A? = 0, with rank(A) = r (above we have seen
the case n = 3 and r = 1). Show that A is similar to the block matrix

] 0 -~ 0 - O

O J --- 0 --- 0

oo e : 0 1

B = 00 -« J - 0l where J—{O O]'

00 -« 0 --- 0
Matrix B has r blocks of the form J along the diagonal, with all other entries being 0.
To show this, proceed as in the case above: Pick a basis v, ..., v, of the image of A,
write v; = Aw; for i = 1,...,r, and expand v7,...,0, to a basis v1,..., 0., Uy, ..., Uy, of
the kernel of A. Show that v7,wi, v3, W, . .., Uy, Wy, U, ..., Uy, is a basis of R, and show

that B is the matrix of T'(Z) = AZ with respect to this basis.

Solution: To show that v1,wi, vy, ws, ..., U, w,,ul,...,u,, is a basis of R™ it is
enough to prove that there are n of them and that they are linearly independent.

Since 01, ...,0, form a basis of the image of A we have dim(im(A)) = r. Since
Vlyevy Upy Ul ..., Up, 1S a basis of the kernel of A then dim(ker(A)) = r+m. Thus by
the rank nullity Theorem we have n = dirn(irn(A))+dim(ker(A)) =r4+r+m=2r+m
so indeed there are n vectors in the list v1, w7, 03, Wa, ..., Uy, Wy, UL, . .. , Up,.

To see that they are linearly independent suppose we have a linear combination
a1 +bywt + -+ a0 + b, +cuy + -+ cmum = 0. Applylng A to both sides

of the equality we obtain byv] + --- + b0, = 0 so b1 = ... =b, =0 since 11, ... ,vr
are linearly independent. We then have a1v7 + - -+ 4+ a, v, + cruy + - -+ + Cplly, = 0,
sOoa = - =a, = ¢ = -+ = ¢, = 0 since v},...,v?,u},...,u}l are linearly
independent.

What remains is to show that the matrix B is similar to A with respect to this change
of basis. Note that for each i = 1,...,r the pair v;, w; will contribute with a block

I = [[A0)) ey AW ga,a3] = {8 (1)} - { R }

biv1i bit1i41

to the matrix B, these blocks having their diagonal coincide with the diagonal of B.
Moreover, since Auj = 0 for all j = 1,...,m, all the other entries of the matrix B
are zero.




